Machine Learning I
Practice Session III — Classification

1 Goals

The goal of this assignment is to get you to practice the classification techniques presented
during the class. These are:

e k-Nearest Neighbor (kINN)
¢ GMM and Bayes
e SVM

During the practical you will learn how to apply kNN, GMM and SVM for classification.
Also you will select the optimal hyper-parameters for each one of the algorithms and compare
the models’ performance in order to decide which set yields the best performance on your
data-set.

Furthermore, you will learn how to create a dataset and train the aforementioned algorithms
for image classification in videos. This will be performed using an additional software, the
MLDetect. You can download MLDetect alongside with short video tutorials here.

1.1 Datasets:

During this practical we will use the following datasets:
e Wine classification
e Grasp clasifcation
e Human activity recognition
e Autonomous driving

You can download the datasets here

2 The User-Interface

2.1 Classification panel

Before starting with the assignment you should familiarize yourself with the user interface.
Starting with the classification panel, we will use the functionalities that appear in Fig.

1. Classification panel: Enables the classification options

2. Classify: Runs the selected classification algorithm with the defined hyper-parameters


https://www.dropbox.com/sh/4d353hd9slxgglt/AAD7TFwLlyA7WraPrHpE3oTIa?dl=0
https://moodle.epfl.ch/pluginfile.php/2726337/mod_resource/content/1/classification_datasets.zip

. Train/Testing ratio: Specify the ratio between training and testing. For example, if
the selected ratio is 25%, MLDemos will use the a random 25% partition of your data for
training and the remaining 75%, will be used for testing.

. Compare: Adds the selected algorithm and its hyper-parameters to the comparison tool
( Box 7, see Sec for more details) where it can be compared with other algorithms on
the same training/testing sets.

. Classification algorithm: You can specify the classification algorithm. In this practical
we will use k-NN, GMM and SVMs for classification.

. Hyper-parameters: You can specify the algorithm’s hyper-parameters.

. Comparison Tool: This opens the comparison environment, where we can run eval-
uations for multiple algorithms with various hyper-parameters (see Sec. for more
details).

. Information Window: This displays information about the classification algorithm’s
performance including the confusion matrices for both train and testing sets (see Sec.
for more details)

. Restrict to visible dims: If selected, the algorithm is applied only on the dimensions
that currently appear in 2D view. Otherwise, the algorithm is applied on all the dimensions
that the samples currently have
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Figure 1: Classification panel.

2.2 The comparison tool

The comparison tool allow as to compare the performance of multiple algorithms on the same
training /testing sets and get useful concludes regarding their performance. In order to bring-up
the comparison window, click on the compare button (number 7 in Fig. The options you
have are as follows (see Fig. [2)):

1. Compare Runs the comparison for the introduced algorithms.
2. Cross-Validation You can set the number of validations that will be performed.

3. Train-Test Ratio Specifies the percentage of samples that will be used for training and
testing.

4. Algorithms This window provides the list of compared algorithms alongside with the
values of hyper-parameters.

5. Results of the evaluation for the specified metric (F-Measure)

6. Performance metrics include the F-Measure and Classification Error for both the train-
ing and testing sets.

7. Visualization of performance You can choose between box plots and histograms.



8. To Clipboard copy the evaluation results to clipboard in order to extract them out of
MLDemos. The copied results include the mean and variance of both the F-measure and
classification error for all the compared algorithms.

In order to add a classification algorithm with specific values of hyper-parameters in the
comparison window follow the instructions in Sec.

2 Comparison Results
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Figure 2: The Comparison window.

2.3 The information panel and Confusion matrices

The information panel provides a color-coded representation of confusion matrices for a classifier
on both the training (Matrix 1 in Fig. |3)and testing (Matrix 2 in Fig. |3) sets. The classifier
has to be trained (Box.2 in F ig before the confusion matrices appear.

The confusion matrix is a ¢ X ¢ matrix where c is the number of classes. It illustrates which
classes are mixed with which by a classification algorithm. You can see the general structure
of a confusion matrix in TabldI] For example, in the entry nj; is the number of samples which
actually belong to class 1 and classified in class 1 by the classifier (correct classification). The
entry nis is the number of samples which actually belong to class 1 but classified in class 2 from
the classifier, which corresponds to missclassification. Thus, if the classes are easily separable
a fine-tuned classifier would produce only correct classifications for all the classes. This would
result to a diagonal confusion matrix.

MLDemos provides a color-coded visualization of the confusion matrix Fig3] The density
of the red color represents the amount of samples at each entry which is represented by a tile.
The higher the amount of samples in an entry, the highest the color density of the tile. The
order of classes in the confusion matrix is the same as they appear in classes’ legend.

3 How to:

3.1 Classify data

For this example we will use the wine dataset. First import the dataset, perform PCA and keep
the first two eigenvectors.



Table 1: Structure of a confusion matrix
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Figure 3: Confusion matrices. The top (1) corresponds at the training set and the bottom (2)
at the testing set

e Go at the classification tab (Box 1 in Fig. and select the k-NN algorithm from the
drop-down menu (Box 5 in Fig[l)

e Set the value of k at Box 6. of Fig. [1|and click on the classify button (Box 2 in Fig.

MLDemos will create a visualization of the boundaries between the classes as illustrated in Fig.
[ Also miss-classified points of the testing set will be denoted by an x symbol.

Besides kNN, in this practical, we will use the following algorithms with the corresponding
hyper-parameters:

e GMM: with hyper-parameters the number of Gaussian components per class and the type
of covariance matrices.

e C-SVM: with hyper-parameters the miss-classification penalnty C, the type of kernel
(Linear or RBF) and the kernel’s parameters (the width for the RBF kernel)

The visualization of SVM decision boundary includes the samples that are support vectors
and illustrated with a circle. The circle is colored black for support vectors located on the
margin and white for support vectors located within the margin (see Fig

3.2 Get the confusion matrices

Clicking on the information panel button (Box 8 in Fig. , you will get the confusion matrices
on the training and testing set for the classifier and the hyper-parameters which were set at



Figure 4: Decision boundaries and miss-classifications of the k-NN classifier at the Wine dataset.

Figure 5: Visualization of decision boundaries and support vectors of the SVM classifier at the
Wine dataset.

Sec. In order to get confusion matrices of different algorithms and/or hyper-parameters,
repeat the steps of Section but this time choose another classifier and/or value of the hyper-
parameters and perform classification.

3.3 Compare performance

In order to compare the performance of multiple classifiers with various hyper-parameters on
the same training/testing sets, you need to add them at the comparison tool by clicking the



compare button of the classification menu (Box 4 in Fig. . The following steps describe the
process which has to be done in order to compare:

e GMMs with one component per class with Full Covariance.
e k-NN with k=6.
e k-NN with k=10 and
e C-SVM with C=500, RBF kernel with width=1
Steps:

1. Select the GMM classifier from the drop-down list (Box. 5 in Fig. [1f), set Components
per Class to one and Full Covariance Matrix.

2. Click the Compare button, this will add GMMs with the specified parameters at the
Comparison tool.

3. Repeat the above steps for the remaining three cases.

4. Open the Comparison tool by clicking the compare button (Box. 7 in Fig. . You should
be able to see all the four classifiers (Box 4 in Fig.

5. Specify the desired training/testing ratio (Box 3 in Fig. [2)) and number of cross-validation
folds (Box 2 in Fig.

6. Click the compare button to perform the comparison (Box 1 in Fig. . You should be
able to see box-plots of the F-measure for each of the cases you compared similarly to Fig.

)
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Figure 6: Comparison of classification algorithms on the Wine dataset.

4 Recap of important information

Training/testing ratio:
The training/testing ratio decides the amount of data which is used to train and test your
classifier respectively. The less training data you use the higher the variance of your estimated



model parameters across folds (i.e. across training runs during crossvalidation). But you will
have small variance in the test error. The opposite leads to the same effect, if you use a high
percentage of your data for training you may have a low variance associated with the estimated
parameters of your classifier. However the variance on your testing error may be high. To recall
high variance implies that you cannot trust your estimate. Ideally you would want to trust
both the estimate of your classifiers parameters (e.g. coefficients of the covariance matrices for
GMM) and its accuracy on the test set. It is all about finding the right trade-off between the
two by choosing the appropriate training/testing ratio. Hence, the optimal ratio depends on
the complexity of the dataset. The choice of ratio must also take into account the total number
of datapoints in your dataset to avoid training or testing on a ridiculously small amount of
datapoints.

Cross-validation:
Cross-validation (CV) is a method for evaluating the variance of the test accuracy of a chosen
model and training/testing ratio. To perform CV, you have to choose the number of folds,
or repetitions, of the training and testing rounds. This allows you to build statistics on these
two values.

Model selection:
The performance you get for particular choices training/testing ratio will also depend on the
type of model you chose. By model we refer to the choice of the values of the hyper-parameters
for a classifier (number of Gauss functions for GMM, C and kernel width in SVM, k in Near-
est Neighbors). In model selection you have to find the right trade-off between the model’s
complexity and the confidence you have in both the estimated parameters and testing error.

5 Questions

Q1: Load the Wine dataset, perform PCA and keep the projections on the first two eigen-
vectors. Apply classification with k-NN, GMM and C-SVM algorithms using 100% as
training testing ratio[] and vary their hyper-parameters .

Answer the following questions based solely on the illustrations of the decision boundaries
(qualitative analysis):

— K-NN hyper-parameter: k£ and similarity metric

* How does the value of k affect the shape of the decision boundary?

* For which value of £ do you obtain a good classification model and why?

*x For which value of k£ do you obtain over-fitted and under-fitted classification
models and why?

— GMM hyper-parameters: Number of components and type of covariance matrix

x How does the type of covariance matrix affect the shape of the decision bound-
ary?
x How does the number of components affect the shape of the decision boundary?

!Using such a training/testing ratio for evaluating the performance of algorithms is not recommended. Nev-
ertheless, in this question we want to focus on how the hyper-parameters affect the boundaries. Therefore, we
set 100% to eliminate the effect of different training data on the decision boundary



x For which values of hyper-parameters do you obtain a good classification model
?

x For which values of hyper-parameters do you obtain an over-fitted and under-
fitted classification model and why?

— C-SVM hyper-parameters:Miss-classification penalty C, type of kernel (linear or RBF)
and kernel hyper-parameters.

x Use a linear kernel and vary the values of miss-classification penalty. How the
shape of the decision boundary is affected by C?

x Use a RBF kernel and vary its width. How the kernel width affects the number
of support vectors and the decision boundary?

x For which values of hyper-parameters you obtain a well-fitted decision boundary
between the classes?

x For which values of hyper-parameters you obtain an over-fitted and under-fitted
classification model and why?

Q2: Load the Grasp classification dataset, perform PCA and keep the projections on the first
six eigenvectors.

— What appears to be a reasonable selection of training/testing ratio and number of
cross-validations for classifying the dataset with k-NN? Support your answer based
on the amount of samples and the strengths/weaknesses of the k-NN classifier.

— Using the training/testing ratio and number of cross-validations you choose previ-
ously, determine quantitatively (using the comparison tool) the value of k for which
you obtain a well-fitted model.

— Provide for which values of k£ you obtain over-fitted and under-fitted models. In
order to support your answer, create a line plot (using Excel) of both the training
and testing F-Measure w.r.t the value of k.

Q3: Load the Activity recognition dataset, perform PCA and keep the projections on the first
five eigenvectors.

— What appears to be a reasonable selection of training/testing ratio and number of
cross-validations for classifying the dataset with GMM? Support your answer based
on the amount of samples and the strengths/weaknesses of the GMM classifier.

— Using the training/testing ratio and number of cross-validations you choose previ-
ously. Evaluate different values of the hyper-parameters (number of components and
type of covariance matrices) and determine quantitatively (using the comparison
tool) the value of hyper-parameters for which you obtain a well-fitted model.

— Provide a set of hyper-parameters for which you obtain an over-fitted model and a
set for which you obtain an under-fitted model. Support your answer based on the
mean and variance of the F-measure at the testing set for the specific models.

Q4: Load the Autonomous navigation dataset, perform PCA and keep the projections on the
first 10 eigenvectors.

— What appears to be a reasonable selection of training/testing ratio and number of
cross-validations for classifying the dataset with C-SVM? Support your answer based
on the amount of samples and the strengths/weaknesses of the C-SVM classifier.



— Using the training/testing ratio and number of cross-validations you choose previ-
ously. Evaluate different values of the hyper-parameters (C and width of the RBF
kernel) and determine quantitatively (using the comparison tool) the value of hyper-
parameters for which you obtain a well-fitted model.

— Provide a set of hyper-parameters for which you obtain an over-fitted model and
a set for which you obtain an under-fitted model. Support your answer based on
illustrations of the confusion matrices both on training and testing set.

Q5: For this question you will need to use MLDetect. You can download MLDetect allongside
with some video tutorial from here. Once you download MLDetect, extract it and execute
the MLDetect.ezxe file located in the MLDetect folder. Watch the video tutorials before
proceeding to the question’s objectives. The goal is to train ML algorithms for object
detection in videos.

— Load the Ballons1.mp4 video located in the example video folder and create a data-
set with balloons as demonstrated at the video tutorials. Don’t forget to add enough
negative samples. Train GMM, SVM and kNN models with the created dataset and
use the cross-validation procedure to find acceptable values for the hyper-parameters.

— Once the models are trained, test their ability to detect balloons on the video you
used for training. Report on any objects that may be miss-classified and cases where
balloons failed to be recognized. Explain why this happens. Which method seems
to perform better and why?

— At the next step, load the Ballons{.mpj video and test the trained models. Do not
retrain the algorithms with images from the new video. Which algorithm performs
better at this case? Give any examples of miss-classification and/or failures to detect
balloons. Comment on why this happens.

— Load a video and create a data-set of your own choice. Train the algorithms and
evaluate their performance. They perform better or worse compared to the balloons
videos? Provide an explanation for their good or bad performance considering the
differences between the video you used and the balloons video.

10


https://www.dropbox.com/sh/4d353hd9slxgglt/AAD7TFwLlyA7WraPrHpE3oTIa?dl=0

Solutions

Q1: Load the Wine dataset, perform PCA and keep the projections on the first two eigen-
vectors. Apply classification with k-NN, GMM and C-SVM algorithms using 100% as
training testing rati(ﬂ and vary their hyper-parameters .

Answer the following questions based solely on the illustrations of the decision boundaries
(qualitative analysis):

— K-NN hyper-parameter: k£ and similarity metric

x How the value of k affects the shape of the decision boundary?

x For which value of k£ you obtain a good classification model and why?

* For which value of k£ you obtain over-fitted and under-fitted classification models
and why?

— GMM hyper-parameters: Number of components and type of covariance matrix

x How the type of covariance matrix affects the shape of the decision boundary?

* How the number of components affect the shape of the decision boundary?

* For which values of hyper-parameters you obtain a good classification model ?

x For which values of hyper-parameters you obtain an over-fitted and under-fitted
classification model and why?

— C-SVM hyper-parameters:Miss-classification penalty C, type of kernel (linear or RBF)
and kernel hyper-parameters.

x Use a linear kernel and vary the values of miss-classification penalty. How the
values of C affect the margin and the number of support vectors 7 How the
shape of the decision boundary is affected by C?

x Use a RBF kernel and vary its width. How the kernel width affects the number
of support vectors and the decision boundary?

x For which values of hyper-parameters you obtain a well-fitted decision boundary
between the classes?

* For which values of hyper-parameters you obtain an over-fitted and under-fitted
classification model and why?

S1: — K-NN hyper-parameter: The decision boundaries for different values of £ are illus-
trated in Fig. 77?7

x The value of k affects the smoothness of the boundary. As k increase we obtain
more smooth boundaries while for small values of k£ the decision boundary is
getting more nonlinear and fits noise and outliers

* A good decision boundary can be obtained for k=20 (Fig. ?7?c) because the
classifier does not fit noise and outliers (contrary to Fig. ??a and b) and also it
can “capture” the distribution of all the classes contrary to Fig. 77d)

* An overfitted model is obtained for k=1 (Fig. ?7?a) because the classifier fits
noise and outliers and an underfitted model is obtained for k=99 (Fig. ?77?d)
because the decision boundary does not fit well the samples at the bounds of the
green class

2Using such a training/testing ratio for evaluating the performance of algorithms is not recommended. Nev-
ertheless, in this question we want to focus on how the hyper-parameters affect the boundaries. Therefore, we
set 100% to eliminate the effect of different training data on the decion boundary

11



(c) k=20 (d) k=99

Figure 7: Decision boundaries of the kNN classifier for different & on the Wine dataset. As k
increases the decision boundary becomes smoother

— GMM hyper-parameters: An illustration of the decison boundaries for different num-
bers of components and types of covariance matrices is illustrated in Fig. 7?7

x Using full covariance matrices the decision boundaries follow the intra-class cor-
relations and thus they are elongated across the direction of the largest variance
for each class (Fig. ?7c). For diagonal covariance matrices, the elongation is
bounded to be parallel to the x-y axes (Fig. ??b). In the case of spherical co-
variance matrices the boundaries are extended independently of the intra-classes

12
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Figure 8: Decision boundaries of the GMM classifier for different number of componets and
types of covariance matrices on the Wine dataset.

correlations (Fig. ??a). The linearity of the boundary is not affected by the type
of covariance.

* The number of components affect significantly the linearity of the boundary for
all the types of covariance matrices ((Fig. ?7?d,e and f)). Therefore, we get
more complex nonlinear boundaries as we increase the amount of components
per class.

x A good classification model for this dataset can be obtained using one component
per class with diagonal covariance matrix (Fig. ??b) because the

x An example of underfitted model is obtained using 1 component per class with
spherical covariance matrix (Fig. ?7?a) because the model is not able to represent
the intra-class correlations. The most overfitted mode of our example are the one
with 10 components and spherical covariance matrix because it creates highly
non-linear boundaries and also fits outliers.

— C-SVM hyper-parameters:Miss-classification penalty C, type of kernel (linear or RBF)
and kernel hyper-parameters.

x As C in increased the SVM has less support vectors and thus the margin’s width
decreases (Fig. ??7). The shape of the boundary is always linear and does not
depend on C but only on the type of kernel and its hyper-parameters.

13



(a) C=10 (b) C=1000 (c) C=5000

Figure 9: Decision boundaries of the SVM classifier with linear kernel and various C' on the
Wine dataset.

(a) C=1000, RBF width =0.1  (b) C=1000, RBF width =3  (c) C=1000, RBF width =10

Figure 10: Decision boundaries of the SVM classifier with RBF kernel and various width values
on the Wine dataset.

*x Low values of kernel width result to SVM models with a high amount of support
vectors (Fig. ?7?). This also affects the decision boundaries which are highly
nonlinear for very small kernel width. The boundaries complexity is decreasing
as the width value increases.

x We can obtain a good decision boundary in this dataset using C = 1000 and
RBF width = 10 (Fig. ?? ¢)

x We obtain an overfitted model for very small values of kernel width. In this
case if we set the width to 0.1 or 3 (Fig. 77 a,b) we obtain overfitted models.
Underfitted models in the case of nonlinear SVMs can be obtained by setting a
very high kernel width and a low miss-classification penalnty.

Q2: Load the Grasp classification dataset, perform PCA and keep the projections on the first
six eigenvectors.

— What appears to be a reasonable selection of training/testing ratio and number of
cross-validations for classifying the dataset with k-NN? Support your answer based
on the amount of samples and the strengths/weaknesses of the k-NN classifier.
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Using the training/testing ratio and number of cross-validations you choose previ-
ously, determine quantitatively (using the comparison tool) the value of k for which
you obtain a well-fitted model.

— Provide for which values of k£ you obtain over-fitted and under-fitted models. In
order to support your answer, create a line plot (using Excel) of both the training
and testing F-measure w.r.t the value of k.

S2: — The grasp classification dataset contains a small amount of samples and also the
k-NN algorithm is heavily based on samples. Therefore, a high training/testing ratio
of 75% or 90% in order to provide enough samples to the classifier. With such a
high training/testing ratio is a good strategy to choose also a large number of cross-
validations in order to ensure that all the samples of the dataset is included at the
testing set. Therefore a reasonable choice of the amount of cross-validations for this
case would be 30.

— Fig. 77 illustrates the the impact of k£ to the F-Measure. We observe that we obtain
similar mean of the F-measure for k=3 and k=7. Nevertheless, the variance of the
F-Measure for k=3 is larger than the one for k=7. Thus k-NN with k=7 is a better
choice since the resulting model depends less on the distribution of the training data
compared to k=8 which is an over-fitted model.
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Figure 11: Quantitative evaluation of the impact of k for the kNN algorithm on the Grasp
classification dataset.

— In order to determine an over-fitted model from its performance on both the training

and testing set, we need to find for which hyper-parameters we get a high F-measure
at the training set and a low F-Measure at the testing set. This combination is a
result of a model which fits very well the training data but is unable to generalize
the knowledge to novel samples. For this case (Fig.??) we get an over-fitted model
for k=1.
On the other hand an underfitted model is the one that cannot model the classes of
the training data correctly and as result it cannot predict novel samples efficiently.
Thus, such a model will have a low F-measure on both the training and testing sets.
For this case we get under-fitted models for k;17
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Figure 12: Mean Train/Test F-Measure for different k on the Grasp classification dataset..

Q3: Load the Activity recognition dataset, perform PCA and keep the projections on the first

S3:

five eigenvectors.

— What appears to be a reasonable selection of training/testing ratio and number of

cross-validations for classifying the dataset with GMM? Support your answer based
on the amount of samples and the strengths/weaknesses of the GMM classifier.

Using the training/testing ratio and number of cross-validations you choose previ-
ously. Evaluate different values of the hyper-parameters (number of components and
type of covariance matrices) and determine quantitatively (using the comparison
tool) the value of hyper-parameters for which you obtain a well-fitted model.

Provide a set of hyper-parameters for which you obtain an over-fitted model and a
set for which you obtain an under-fitted model. Support your answer based on the
mean and variance of the F-measure at the testing set for the specific models.

Given the large amount of samples (2000), the fact that GMMs model each class
independently and that the decision boundary is not depended directly from the lo-
cation of the samples but from their distribution, we can use a small training/testing
ratio (50% or 66%). The number of cross-validations have to be relatively large due
to the large amount of samples. Therefore, a reasonable choice will be to perform 20
cross-validations

From the quantitative evaluation (Fig. ?7?) we observe that we obtain well fitted
models (high mean and low variance of the F-Measure) using full covariance matrix
and various number of components(2 to 4). In such cases it is a good practice to
choose the less computationally complex model which — in this case — is the one with
full covariance matrix and two components per class.

Based on the performance on the testing set, the under-fitted exhibit very low pre-
diction accuracy. Thus underfitted models in this example are the ones with 1 com-
ponent per class and spherical or diagonal covariance matrix. On the other hand,
over-fitted models are the ones with relatively high accuracy and also high variance.
An example of an overfitted model in this case is the GMM with Full covariance
matrix and 6 components per class.
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Figure 13: Quantitative evaluation of GMMs on the activity recognition dataset.

Q4: Load the Autonomous navigation dataset, perform PCA and keep the projections on the
first 10 eigenvectors.

— What appears to be a reasonable selection of training/testing ratio and number of

cross-validations for classifying the dataset with C-SVM? Support your answer based
on the amount of samples and the strengths/weaknesses of the C-SVM classifier.

Using the training/testing ratio and number of cross-validations you choose previ-
ously. Evaluate different values of the hyper-parameters (C and width of the RBF
kernel) and determine quantitatively (using the comparison tool) the value of hyper-
parameters for which you obtain a well-fitted model.

Provide a set of hyper-parameters for which you obtain an over-fitted model and
a set for which you obtain an under-fitted model. Support your answer based on
illustrations of the confusion matrices both on training and testing set.

S4: Load the Autonomous navigation dataset, perform PCA and keep the projections on the
first 10 eigenvectors.

— The dataset has a large amount of samples and the SVM classifier depends on the

samples which are at located at the bounds of the classes. Therefore we use a relative
high training/testing ratio for providing of 75% with 20 crossvalidations.

From Fig. 77 we can see that the classifier obtains comparable performance for
multiple combinations of C and RBF kernel width. The best fitted model we obtain
is the one with C=3000 and width = 15 because it achieves one of the highest mean
with the lowest variance. A comparable performance is achieved with C=2000 and
width = 12 but this model is more fitted to the training data since its variance is
larger.
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Figure 14: Quantitative evaluation of SVMs on the autonomous navigation dataset.

— We can obtain an underfitted SVM model when we use a very low miss-classification
penalty and a very large kernel width. Confusion matrices on the train and test sets
of such model is illustrated in Fig. ??7a where it is clear that the classifier cannot
accurately predict the classes for both the training and testing set. On the other
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hand, an over-fitted model can be obtained with very large C and very low kernel
width.Confusion matrices of such model are illustrated in Fig. ??b where the model
can separate the classes perfectly at the training set but under-preforms at the testing

-
"= "m

1.
L

(a) Under-fitting ) Over-fitting

Figure 15: Confusion matrices of under-fitted and over-fitted SVM models
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